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1 Executive Summary

This deliverable reports on the presentation platform for a minuting demonstrator developed during the ELITR (European Live Translator) project.

As required by task T6.1, the alfaview® platform has been extended and integrated with the PerVoice Service Architecture to deliver live transcription and translation to remote meeting participants. For the purposes of automatic minuting, these transcriptions are now further processed to produce the minutes, as reported in this deliverable. The feature has already been tested by the ELITR consortium and by alfatraining, an educational provider who uses alfaview®. All participants in the meeting are transcribed in real time, the transcript is repetitively automatically summarized, and the live summary is made available to the participants by sharing a URL with them within the alfaview® platform.

The actual quality of the summary critically depends on the underlying summarization model and in this deliverable, we demonstrate that so far, the practical performance is severely limited by speech recognition errors and other issues.

From the technical point of view, PerVoice has developed a REST API to deliver the transcription of the meeting stream from the Alfaview platform. CUNI has implemented a minuting model, where the transcribed text of the meeting is summarized with a BERT-based model. It uses a similar processing of live transcription as used in translation. Further scripts integrate the minuting model to the system and repeatedly apply it on the transcribed text from PerVoice. The entire demonstrator was tested at an internal meeting between all the project partners of ELITR (namely AV, PV, KIT, and CUNI).

In Section 2, the main design for the demonstrator is described. Then in Sections 3 and 4, three different implementations are presented with their technical details.
2 Minuting Demonstrator Design

The automatic summarization of speech as explored in the ELITR project focuses on delivering minutes for a meeting in textual form.

Our envisaged minuting tool would consist of two components: (1) a user interface for writing meeting minutes, independent of automatic minuting, which may be used as such by human note-takers (2) automatic minuting software, ideally using the same user interface and helping the note-taker.

This ideal goal is illustrated in Figure 1. Participants’ speech is recorded on the fly, with distinguishing participants in the meeting. Further, the transcript is manually corrected and fed into the model with an aligned hierarchical agenda (“empty agenda” in the following). The goal is to generate minute as summary of the transcript with the help of agenda (wherever possible). When specifying the difference between meeting minutes and text summarization, we explained that we prefer to keep all information, only deduplicate.

![Figure 1: Minuting Design](image)

In practice, we fulfilled all the promised tasks but we did not get as far as this ideal suggested. For (1), we simply used standard shared documents such as Google Docs. While we considered to implement a Docs app that would live populate the docs with the transcript for manual revision, this was not promised in the project proposal and we put priorities to other tasks.

For (2), we wrapped, deployed and integrated our minuting models with alfaview, the conferencing used in ELITR, as described below.

3 The Minuting Pipeline

In the following sections, we technically describe the components, which are used to compose the minuting demonstrator. The full pipeline is sketched in Figure 2.
Initially, as the meeting takes place in the alfaview platform, the ASR worker and PerVoice Service Architecture (please refer to D6.1) provide the transcription of the audio (as described in Section 3.1). The transcription is further passed to the Minuting REST API (refer to Section 3.2). It is exposed to a REST endpoint used by the alfaview platform to send timestamps, speaker identification, and transcription data. These data are saved in text files on the server. This text file (published text) is passed to the summarization model (Section 3.3) to generate a summary of the meeting. The summary is generated on the server which offers it as a simple web page. Upon every reload, an updated summary is available.

To simplify users’ access to the generated summary, the link to the live web page can be added to the running AV meeting using the toolkit option at the AV platform as discussed below in Section 4.

3.1 alfaview® platform

alfaview® is a GDPR compliant video conferencing software. With alfaview®, 200 or more people can stably communicate with audio and video simultaneously in every room, in high video quality, worldwide and, in real time. For larger meetings and events, even more people can participate in the spectator mode.

The alfaview® client sends the audio streams to the alfaview® service architecture. Dedicated microservices re-stream the audio to all connected participants and forward it to the PerVoice service architecture via the PerVoice client library for further processing. The PerVoice Service Architecture provides a central coordination point, called the mediator. alfaview® integrates the implementation of software modules called workers. In this case, two worker modules are required:

- ASR: Process and transform audio into a textual transcript,
- Text Recording: Provide the ASR result as a file stream for the summarization.
In addition to this, the alfaview® client links the final minuting result via the toolbox section in the sidebar. The link points to the minuting output hosted on CUNI servers. We do not describe the ASR service here, it has been described in D6.1.

The “text recording” service is achieved using our novel minuting REST API described Section 3.2 below.

### 3.2 Minuting REST API

The Minuting REST API exposes a REST endpoint used by alfaview® platform for sending timestamps, speaker identification, and transcription data. This data is stored in text files on the server. The API exposes a POST endpoint `http(s)://<server-address>:<server-port>/saveSession`. The endpoint configuration depends on how the APIs are configured, it accepts JSON data in the payload of the request. An example of the payload is here:

Listing 1: POST request JSON payload example

```json
{
    "sessionId": "00000000-0000-0000-0000-000000000004",
    "speakerId": "00000000-0000-0000-0000-000000000003",
    "language": "en-UK",
    "text": "Text content",
    "start": "09/06/21-17:56:45.761",
    "end": "09/06/21-17:56:48.521",
    "accessToken": "bd968709-2a47-478b-bf81-11111111111"
}
```

The Minuting RESP API is shipped into a Docker container and can easily be installed on a server running Docker. For the installation and configuration a Docker compose file is used.

Listing 2: Minuting API docker-compose.yml

```yaml
version: "3.3"

services:
  minuting-api:
    image: pvdockerregistryprod.azurecr.io/pv/elitr/minuting-api/
      stable:latest-SNAPSHOT
    hostname: minuting-api
    container_name: minuting-api
    restart: always
    ports:
      - "8085:8081"
      # Configuration port on SLT server (CUNI premises), the port 8443 is exposed over HTTPS by NGINX  
      # - "127.0.0.1:8443:8443"
    volumes:
      # Folder where to save the output data
      - /opt/minuting-api/minuting-data:/opt/minuting-data
      # Configuration file for the Minuting API
      - /opt/minuting-api/application.yml:/opt/application.yml
    networks:
      - minuting-api-net
```

networks:
  minuting-api-net:
The outputs generated by the Minuting API are saved into /opt/minuting-api/minuting-data folder. Each generated text file includes the session name in its filename, which means that it is possible to manage multiple sessions simultaneously.

Each line of the generated text file has the following format:

```
<start_time> <end_time> <speaker_id> <text>
```

An example of the output is following:

```
1641309498939 1641309502899 00000000−0000−0000−0000−000000000003
```

The timestamps saved in the text files are the start and the end times received, expressed in milliseconds from the Unix epoch time. The Unix epoch (or Unix time or POSIX time or Unix timestamp) is the number of seconds that have elapsed since January 1, 1970 (midnight UTC/GMT), not counting leap seconds (in ISO 8601: 1970-01-01T00:00:00Z).

For building the project, Java 8 and Maven needs to be installed on the PC. Docker is also required to manage and run the Docker image. It is possible to download the source code repository from GitHub and save it into a local project folder. Once everything is set up correctly, we can build the project using Maven with the following command:

```
mvn clean package
```

After the build is finished, build the Docker image by using the following command (make sure to use a proper tag name):

```
docker build -f docker/Dockerfile -t tagname .
```

If there is a Docker registry, it can quickly push the image.

```
docker push tagname
```

In case there is no Docker registry to push the generated Docker image, it is possible to save the image into a compressed file (make sure to install gzip before proceeding) by using the following command:

```
docker save tagname | gzip > tagname.tar.gz
```

The created `.tar.gz` can be moved to a server, where it can be loaded in the local registry using the following command:

```
docker load --input tagname.tar.gz
```

### 3.3 Minuting Model

The ASR outputs from the minuting REST API are received on a separate machine. In our particular instance, we use the machine called SLT running at CUNI premises.

As described in Section 5.3.1 of D6.1, we already have tools that convert the stream of updating transcript messages to a full transcript, namely the “online-text-flow events” script. A master script keeps running in the background, checking for changes in the ever-growing ASR output file of a particular session every 60 seconds. If new lines are added to the file, it processes them with online-text-flow events to get an updated transcript and runs the minuting model in the background. As further information keeps coming to the file, whenever the output is generated from the minuting script, it is locally version controlled with git to have a full log of the changing state and avoid data redundancy.

We briefly describe our minuting model here. For further details on the methodology please refer to the Appendix A.

[1]https://github.com/ELITR/Minuting-API
The first phase of our pipeline architecture comprises preprocessing and topical segmentation of meeting transcripts. It involves utterance-level separation and filtering. We filter specific words and several entities (speaker names, locations, vocal sounds, and rest) from every utterance via a customized “stopwords” set. The filtered text is cleaned and then tokenized with the help of the NLTK Library (Loper and Bird, 2002).

At this point, the residual utterances from the data either have a very lean word count or are just meaningless sequences of words that contribute to the context of some topic from the meeting. They are further passed through a multi-layered threshold to create a partition between such utterances. The border values of this threshold are determined based on (i) word count in the utterance and (ii) the presence of certain uncommon words that may contribute to a topic’s context. The generated transcript concatenates the “roles” and corresponding “cleaned” forms of utterances that qualify the threshold. It preserves the fluency of data and eliminates potential redundancies from the transcript.

Further, generated transcripts are segmented on a token length restraint (1024 to be precise). The token limit is different for every transcript and is lower than the maximum input length of the summarization model. Generally, this value depends on the type of dataset used. A longer transcript means that a greater count of topics discussed, that the meeting involved long topic discussions, or both. Hence, a longer token length will intake a relatively longer chunk of the transcript and will best suit the summary in such cases.

In the second phase, we consider several SOTA text summarization models including BART (Lewis et al., 2019), Pegasus (Zhang et al., 2020), T5 (Raffel et al., 2019), Roberta2Roberta (Rothe et al., 2020) and a few more. We use the pre-trained models and fine-tune them on summarization datasets. We eventually selected BART as the best-performing summarization model for our pipeline approach. It is a denoising autoencoder for pretraining sequence-to-sequence model trained in two stages: (i) by corrupting text using an arbitrary noising function, which induces noise in a text, (ii) by teaching it to reconstruct the original text. It generalizes the use of bidirectional encoders from BERT (Devlin et al., 2018) and autoregressive decoders from GPT-2 (Radford et al., 2019). The text passed into the model is first processed by an encoder that reads the sequence, and the decoder generates the corresponding output in an autoregressive manner. These layers are further connected using a cross-attention mechanism. The decoder layer learns to focus on features from encoder outputs.

BART’s ability to use bi-directionality when operating on sequence generation tasks is a crucial feature that further bolsters up BART to be used for text summarization. While BERT cannot adopt a bidirectional mechanism for sequence generation, BART exploits the GPT-2 architecture for predicting the following words with the help of words encountered previously in the current sequence. Hence, these combined embeddings are of great significance in BART’s architecture. BART’s architecture follows the conventional encoder-decoder approach. Basically, the encoder maps the input sequence $X_{1:n}$ to a encoded sequence $\overline{X}_{1:n}$. The decoder then maps this encoded sequence $\overline{X}_{1:n}$ and a target sequence $Y_{0:m-1}$ to the logit vectors $L_{1:m}$. The logit vector is further used to define the distribution of the target sequence $Y_{1:m}$ conditioned on the input sequence $X_{1:n}$ by applying a softmax. According to Bayes’ Rule, for each new word, $y_i$ is represented, see Figure 3.

Next, we utilize the fine-tuned summarization model for generating segment-wise summaries of the transcript. The segmented dialogue blocks are passed through the summarization pipeline, and segment summaries are obtained. These are again passed through a filter that tests the contextual relevance of each sentence, relative to the typical topics discussed during a meeting. The segment summaries are finally concatenated, pronouns are inserted wherever possible, their shorter versions replace specific phrases, and a uniform tense is enforced. Consecutive mentions of a speaker or set of speakers in the summaries generally indicate that this part of the summary corresponds to a particular part of the meeting. These speakers had an elaborate dialogue, usually involving one specific topic. With this assumption, supported by analyses of target minutes, the obtained summaries are then bulleted based on the number of times a set of speaker name(s) appear in consecutive lines from the summary.
So, I guess that's, um, everyone for today. I think PERSON1 is not planning to join even remotely.

Hm. He, he is on vacation so I think he is in the mountains or something.

So, well I guess the agenda is the book as usual.

Alright.

Bye.

---

Figure 3: Overall architecture of the BART-based extractive-abstractive pipeline.

We leverage the findings from one of the top-performing systems in the AutoMin shared task that we organized at Interspeech 2021. Please refer to Appendix A for our system paper that inspired the current minuting architecture.

Appendix B shows the output of the above the pipeline on our AutoMin dataset meetings. Please note that the outputs are based on manually revised transcripts. For all the above datasets, a good amount of manual processing has been done on the raw ASR transcripts to make them error-free. In real time, the ASR-generated raw transcripts may have certain additional signals, system variables, which can result in erroneous text generation. We plan to work on this shortcoming as our next step.

4 Accessing Minutes from alfaview Platform

The automatic minuting demonstrator provides live minuting for participants of online meetings based on automatic transcription.

The alfaview platform with live transcripts is illustrated in Figure 4. The left panel presents all the participants of the meeting with the speaker as highlighted in blue color. The center of the platform shows the shared screen of the participant in the meeting. The rightmost panel of the platform presents the generated ASR. It also contains speakers, messages, generated ASR, toolbox, setting, and leave the room options.

The endpoint used by alfaview® platform are exposed by minuting API from PerVoice service architecture. The API sends timestamps, speaker identification and transcription data. These data are saved in text files on the server as illustrated in Figure 5.

The output presented in Figure 5 is further fed into the CUNI server to pass the input to the minuting model. The details of the minuting model are described in Section 3.3.

Further, we have to solve a small technical issue: the minuting model is deployed on a machine which does not offer public web service. To make the minutes available to the users,
we use `cron` to repeatedly copy the outputs to a publicly exposed directory, which can be accessed via a browser.

The minuting result is also accessible via the alfaview® toolbox. The toolbox can be managed by the moderators and administrators of an alfaview® room. Every alfaview® room has its own toolbox. The following steps are necessary to activate and manage the toolbox in alfaview®:

1. Click on the button in the sidebar to open the toolbox (Figure 6a):
2. As a moderator or administrator of the room, you will see the “Tool Manager” button in the lower section. When you click on this button following selection option appears (Figure 6b):
3. Click on the button “External tool”. Now the Tool Manager opens in a standard internet browser (Figure 6c):
4. To integrate a new shared text document, click on the “Create” button in the upper right corner. Now enter the required information such as link title, details (optional), and address (URL link to the Google Docs sheet) and click on create. The link is generated in the alfaview® administration interface and can be used by all participants in the conference room. The link remains in the toolbox until removed or until the room itself is deleted (Figure 7).
5. By clicking on create, the link is created in the alfaview® administration interface and can be used by all participants in the conference room (Figure 8).

An example of the minutes generated from unedited transcript recorded using the described pipeline is provided in Figure 9. It is worth visually comparing the output quality with summaries created from manually revised transcripts (of different meetings) in Appendix B.
Figure 5: Minuting API output as recorded from a meeting taking place in the alfaview® platform.
Figure 6: Adding the link to the live summary in alfaview® platform.

Figure 7: alfaview® toolbox links

Figure 8: Create link for the room
-PERSON2, PERSON4 and PERSON1 will start with transcription by their systems.
-Person4, PERSON4, PERSON4, PERSON1, PERSON7 and PERSON1 are talking about a business.

(a) 130 lines
-PERSON7, PERSON6 and PERSON1 will start with transcription by their systems.
-PERSON1, PERSON6 and PERSON7 are in a company.
-PERSON1 has a few jobs coming up in the upcoming weeks where she can present her work package and show it online.
-PERSON4 was on one run on one random date.
Company is slowly opening PERSON7, PERSON6 and PERSON1 left the system wrong.
-PERSON6, who is for the follow-up, thinks it's too early and expensive.
It's also possible that some products might not be available in the future.

(b) 250 lines
-PERSON3, PERSON3 and PERSON1 will start with transcription by their systems.
-PERSON1, PERSON1 and PERSON8 are in a company.
-PERSON1 has a few jobs coming up in the upcoming weeks where she can present her work package and show it online.
-PERSON8 was on one run on one random date.
Company is slowly opening PERSON8, PERSON1 and PERSON8 have problems with the system.
There are too many gaps in the recording of the throne and it's too noisy to listen to the audio files.

There would be a few more days to finish PERSON3, PERSON A, PERSON B, PERSON C, PERSON 3, PERSON 6, PERSON 7 and PERSON 9 discussed the final report on summer created.

(c) 340 lines
-PERSON53, PERSON50 and PERSON54 will start with transcription by their systems.
-PERSON54, PERSON5 and PERSON5 are in a company.
They have a few jobs coming up in the upcoming weeks where she can present her work package and show it online.
-PERSON8 was on one run on one random date.
Company is slowly opening PERSON54, PERSON54 and PERSON52 have problems with the system.
There are too many gaps in the recording of the throne and it's too noisy to listen to the audio files.

There would be a few more days to finish PERSON50, PERSON54, PERSON5, PERSON54 and PERSON54 will review the final report on summer created.
-PERSON5, Andrea, PERSON54, and PERSON540 are talking about the work package.
-PERSON5 is having problems with the transcription on his computer.
-PERSON540, PERSON5 and PERSON544 discussed how to improve the quality of their messages.
They0 explains how to process the Kodan sun containers.

(d) Complete transcript

Figure 9: Sample minutes generated automatically from unedited transcript. We show stages of the minutes from the first 130, 250 and 340 lines of the transcript.
5 Conclusion

This deliverable described the minuting demonstrator for the ELITR project. The alfaview® platform provides a meeting set up for all the participants to interact. The Minuting REST API by PerVoice exposes a REST endpoint used by the alfaview® platform to send timestamped transcription data to the CUNI server. This data is saved in text files on the server. Further, it is fed into the BART-based model to generate a summary for the meeting. This meeting summary, referred to as minutes, is offered to the users in the AV platform in the form of a link to a regularly updated web page.

The quality of the summary output is so far insufficient for practical purposes but it allows us to experiment further and assess the usefulness of minuting in different application settings.
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Abstract

This paper introduces the approach of team ABC for the first shared task on Automatic Minuting (AutoMin) @ Interspeech 2021. This shared task aims to create minutes from multiparty meetings. Automatic Minuting is a challenging task in the domain of natural language processing and sequence-to-sequence transformation. In Task A, we generated rational minutes from a given meeting transcript by developing a system that utilizes the knowledge of pre-trained language models to generate dialogue summaries. Our model splits the given transcript into multiple pairs of utterances and roles (speakers). These pairs are then summarized independently by a pretrained BART model. Our proposed system generates the briefest and detailed summary of meeting transcripts concerning coverage, adequacy, and readability. The result for this task was amongst the best in Human Evaluated Scores: Adequacy: 4.46/5.00, Grammatical: 4.45/5.00, Fluency: 4.18/5.00, and Automatic Evaluated Scores: ROUGE-1: 0.28, ROUGE-2: 0.07, ROUGE-L:0.16. Furthermore, We used six similarity matrices to determine whether or not a derived minute is from the given transcripts or the given minute (Tasks B and C). The accuracy scores of tasks B and C were 95.00% and 91.00%, respectively.

Index Terms: automatic minuting, summarization, topic segmentation

1. Introduction

Since the pandemic, most of our interactions were virtual, and hence the automatic support was needed for the smooth running of online events and meetings. Frequent remote conferences and day-to-day video calls demand an efficient and effective functioning system to document these interactions. Hence, the requirements rose for the systems to automatically produce a concise and coherent summary of a given meeting transcript. Meeting Summarization is considered one of the most complex and compelling research topics in natural language understanding and machine learning. The survey shows that summarizing meetings into structured minutes of speech saves up to 80% of an annotator’s time. Although ‘Meeting Summarization’ and ‘Automatic Minuting’ appear to be the same task, automatic minuting has several hidden challenges along with its primary objective to generate meaningful minutes. The primary obstacle in automatic minuting lies in the variability of the structure and fabrication of transcripts in their generated minutes. There is no universal framework for creating minutes, and it varies across different types of meetings, subjects, and objectives. Hence, one annotator might create minutes different from the second one. This variation can be found in terms of - format, length, use of novel words, ignorance towards trivial details, and summary brevity for some discussed topics. Besides these differences, a minute of a meeting is also judged based on its adequacy, readability, semantic meaningfulness, clarity, coverage, and grammaticality. Table 1 shows the task-wise goals for this shared task. We build a system that generates, analyzes, and compares meeting minutes

<table>
<thead>
<tr>
<th>Subtask A: (Generation)</th>
<th>Transcript → Minute</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subtask B: (Verification)</td>
<td>Transcript + Minute → True/False (true corresponding to a pair minutes that belong to the same transcript)</td>
</tr>
<tr>
<td>Subtask C: (Comparison)</td>
<td>Minute + Minute → True/False (true corresponding to a pair minutes that belong to the same transcript)</td>
</tr>
</tbody>
</table>
2. Related Work

Automatic Minuting is very closely related and often linked with the task of Meeting Summarization. In recent years, there has been immense research on summarization and text-to-text generation models. This section focuses on some of the best approaches in the field over the past few years. The following is an overview of the current state-of-the-art strategies deployed by various models.

2.1. Pegasus

Pegasus[1] is a pre-trained large transformer-based encoder-decoder model on massive text corpora with a new self-supervised objective. In PEGASUS, important sentences are removed/masked from an input document and are generated together as one output sequence from the remaining sentences, similar to an extractive summary. It has achieved state-of-the-art performance on all 12 downstream datasets measured by ROUGE[2] scores, and also an excellent performance on low-resource summarization, surpassing previous state-of-the-art results on 6 different datasets with only 1000 examples. The base architecture of PEGASUS is a standard Transformer encoder decoder. The (Gap Sentence Generation) GSG and (Mask Language Model) MLM components are executed simultaneously in the model’s framework.

2.2. T5

T5[3] is an overly vast model which, again, has achieved the state-of-the-art in various NLP tasks. It generalized the conventional text-to-text framework to suit a variety of challenges in the domain of natural language understanding. T5 also explained the advantage of scaling up the model size (to 11B parameters) and pre-training corpus, by introducing C4 (a massive text corpus which is derived from Common Crawl). T5 was pretrained on randomly corrupted text spans using different combinations of mask ratios and sizes of span.

2.3. HMNet

HMNet[4] is an end-to-end deep learning framework. Hierarchical Meeting summarization Network (HMNet) leverages the encoder-decoder transformer architecture (Vaswani et al., 2017)[5] to produce abstractive summaries based on meeting transcripts. As we discussed earlier, meeting transcripts are usually lengthy, a direct application of the transformer structure is not feasible. In addition, the accommodation of multispeaker scenarios casts a complex challenge for the model. Hence, to adapt the structure to meeting summarization, HMNet exploits the hierarchical structure and carries out both, token-level and turn-level understanding across the entire transcript. Simultaneously, it also makes use of a role vector for each meeting participant to represent the speaker’s information during encoding. This role vector is appended to the turn-level representation for later decoding.

2.4. BART

BART[6] is a denoising autoencoder for pretraining sequence-to-sequence models. BART uses a standard Transformer-based neural machine translation architecture. BART has proved to be a versatile, yet simple, breakthrough in transformers and is extremely effective when fine-tuned for text generation. It matches the performance of RoBERTa with comparable training resources and achieves new state-of-the-art results on a range of abstractive dialogue, question answering, and summarization tasks. BART has outperformed the last state-of-the-art models on many tasks. Hence, we have utilized the versatility of BART to tackle the main challenge in this Shared Task.

Architecture of BART

Figure 1: A representation of BART from (Lewis et al., 2019), here the input need not to be aligned with the decoder output, allowing arbitrary noise transformation.

BART uses the standard sequence-to-sequence transformer architecture from (Vaswani et al., 2017), except the ReLU activation is replaced with GeLU (Hendrycks & Gimpel, 2016)[7]. The base model uses 6 layers in the encoder and decoder. And, the architecture is closely related to that used in BERT, except, a) each layer of the decoder additionally performs cross-attention over the final hidden layer of the encoder, b) BART does not use an additional feed-forward network before word prediction (see Figure 1).

3. Task and Dataset Description

Task A defines the primary objectives for this shared task. It requires us to create minutes from multiparty meeting transcripts automatically. The evaluation of this task will consist of both manual and automatic assessments. The most critical aspects of the automatically generated minutes would be adequacy, relevance, coverage, readability, and grammaticality. At the same time, the model may not pay attention to textual coherency since meeting minutes are not always supposed to have a coherent textual form.

For the first subtask, the dataset provided on the Official GitHub Repository of AutoMin 2021 has 85, 10, 28 instances in its TRAIN, DEV, and TEST directory, respectively. Each instance consists of: (i) a meeting transcript; (ii) one or more annotated meeting minutes corresponding to the meeting transcript. We have used several methods to separate unique entities (e.g. PERSON, ORGANIZATIONS, PROJECTS) and dia-
logues from the speaker’s context. A single transcript consists of turnwise separated dialogues. Every utterance is mentioned inside curved brackets/parentheses "()", and is located at the beginning of that particular dialogue. Any further mention of unique entities in an utterance can be distinguished using the help of square brackets/parentheses "[]". The transcripts also consist of pointed brackets/parentheses "\[\]" to show pauses, sounds, or any unintelligible information.

While there is no informal format for a generated minute, almost every minute contains these vital components - Date of the Meeting, attendees, Agenda, Bulleted Minutes, annotator of the corresponding minute. Minutes for one particular meeting transcript, annotated by different annotators, may not have coherence or congruence. At the same time, the format of minutes may be very distinct.

4. System Description

Our system efficiently utilizes the knowledge from pretrained language and summarization models via transfer learning. In the below sections, we present various strategies to solve tasks A, B, and C. We discuss the various methodologies which stand out and explain the details of our model for each task. Our systems vary for each subtask, and they can be combined in the desired manner to create an end-to-end pipeline.

4.1. Subtask-A

For the first subtask, we build a system that efficiently summarizes any given multi-party conversation (here, meeting transcripts). From the above-identified pretrained frameworks, we chose to leverage the versatility of BART (Lewis et al., 2019) transformer model, with a denoising autoencoder architecture, since we have opted for a sequence-to-sequence approach for the task. The model that we use is a BART architecture - “facebook/bart-large-xsum”, provided by HuggingFace. From the above-identified pre-trained frameworks, we choose to leverage the versatility of BART, combined with transfer learning to mend the weights to suit our methodology.

Our method employs a pretrained BART (Lewis et al., 2019) transformer model, with a denoising autoencoder architecture, since we have opted for a sequence-to-sequence approach for the task. The model that we use is a BART architecture - “facebook/bart-large-xsum”, provided by HuggingFace.

4.2. Subtask-B

The challenge in Task B is, given a pair of meeting transcripts and a minute, we have to identify whether or not the minute belongs to the corresponding transcript. The task helps in deciding the similarity in the context of both documents. This task may be useful in early predictions to check whether the meeting
The dataset provided for this subtask consists of 846 instances including both TRAIN and DEV (each accounting for 566 and 280, respectively). After cleaning of faulty/empty instances, it leaves us with 843 entries in total. See Table 2.

The next step involves the filtration of the textual data. We clean the transcript and the minute and remove the irrelevant details captured during transcription. The motive is to extract unique words and details that are generally ‘exclusive’ for a transcript. For this task, we use the NLTK library[14] and used POS tagging to extract such parts from the text. We define 6 scores as mentioned in Section 5.2 to create the data that we can use for further experimentation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>True tag</th>
<th>False tag</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task B</td>
<td>115</td>
<td>731</td>
<td>846</td>
</tr>
<tr>
<td>Task C</td>
<td>74</td>
<td>660</td>
<td>734</td>
</tr>
</tbody>
</table>

Table 2: Class-wise distribution of train and dev data.

4.3. Subtask-C

The challenge in this subtask is to identify whether the provided pair of minutes is relevant for the same meeting transcript or not. When a given transcript is minuted separately by multiple annotators, there can be a quite significant difference among the annotated minutes. The minutes may vary in multiple aspects and one would probably get confused whether they answer to the same transcript or not. This subtask may sound similar to the previous subtask, but it is not the same challenge. There is a slight difference when ‘comparing’ minutes, instead of verifying them for particular transcripts. The data allotted for this subtask, after cleaning and deletion leaves a total of 993 instances of labeled data for experimentation.

In the next step, data was further refined by removing all undesired characters and slang. POS tagging was executed, and the text was filtered to obtain the information needed to generate a usable dataset.

The dataset had a distinctly visible imbalance with “TRUE” labels being 74, and “FALSE” labels 660 in the count. Due to this imbalance, the recall and precision values of classifiers were significantly low. To mitigate this problem, we chose to perform oversampling on the minority class from the dataset. After an extensive examination, SVM SMOTE from Scikit-learn[15] proved to be the most effective technique for this dataset. See Table 2.

We perform scoring of the extracted pair of texts based on different methods, and get a 1 x 6 dimensional vector corresponding to each instance. This generates an equal number ‘TRUE’ and ‘FALSE’ samples, i.e., 562; ready to be fed to a suitable classifier model.

5. Experiment and Evaluation

5.1. Subtask-A

In our approach, we carried out fine-tuning process with parameters: ‘max_input_length’ to 512, ‘min_target_length’ to 128. The training data for this method is SAMSum corpus, with batch size equal to 4. Subsequently, we initiated the ‘Seq2SeqTrainer’[16] class with an ‘LR’ of 2e-5. We then calculate ROUGE scores of the output summaries for evaluation.

We have conditioned that the transcripts are easily distinguishable for experimentation on distinct fine-tuned models and should have a proper arrangement or format. For this purpose, we perform turn-level separation and cleaning of the dialogues in the transcripts. Then, we extracted the mentions of all the speakers, organizations, and projects across the transcript. We stored this data in a dictionary format and iterated at turn-level again before feeding the conversation threads to the model.

Influence of datasets, over the performance of the summarization model - For Experimentation, we have used two types of datasets -(i) Dialogue Summarization Dataset, and (ii) Text summarization datasets with a low target to input length ratio.
The contemporary summarization models are not trained for interpreting and efficiently summarizing dialogues. Thus while evaluating a fine-tuned model, the generated summaries might show a lack of fluency and adequacy to a significant extent. Datasets similar to XSum, CNN/DM, have a low “target to input length” ratio and serve the purpose of adjusting the weights and hence sufficing the proportion required to generate adequate minutes. Lower generated summary length implies a powerful discriminating model, thus fine-tuning on these datasets shortens the summary length by manipulating the model to consider important information. Moreover, our experiment has precisely interpreted the difference in summaries generated by the model, which were fine-tuned on selected datasets, prior to the main fine-tuning stage.

Methodology - The motive here is to maintain the adequacy of the generated minutes while covering every necessary detail across the transcripts. To achieve this, we split a transcript into several blocks of short conversation threads. Simultaneously, we filter the final chain of conversation threads by excluding the unnecessary words, filler dialogues and utterances with negligible informational context. The model uses these generated blocks as the input to return the minutes corresponding to each block (see Figure 3); we further concatenate these outputs to obtain the full-length summary of the entire interaction. These summaries present an adequate amount of information but lack adequacy. For instance, the model might capture a casual conversation from some part of the meeting that mentions a particular location, meeting, or some other miscellaneous term. To tackle this issue, we chose to use the TextRank[17] Algorithm. This method is based on PageRank, which ranks the sentences according to their significance. Sentences from the summary with a good amount of contextual information get high scores. On the other hand, the sentences with less information or semantic duplicates of some other sentence in the transcript are ranked lower accordingly. On average, the model captures 15% of trivial and irrelevant information from the full-length summary. The obtained “gold-span” of the summary is then sorted and formatted to our convenience. Furthermore, we add the appropriate pronouns and eliminate grammatical mistakes. After the successful execution of the above steps, we obtain a final compressed minute (See Figure 2).

Evaluation - For experimenting and evaluating across a variety of approaches and models, BART/facebook/bart-large-cnn, Distil-BART(pre-trained on CNN corpus and fine-tuned on SAMSum), and T5(large, fine-tuned on SAMSum corpus) are considered as top contenders. A few minor details and anomalies were also observed during experimentation. While the performances of the base BART model, T5, and Pegasus were comparable, the fine-tuned versions of BART performed much better than those of the latter two. The extracted coverage and topic threads varied for each model. Although the readability of fine-tuned models was excellent, the fine-tuned Pegasus model lacked this quality to some extent. For evaluation purposes, we used the SummEval Evaluation Toolkit[18], which provides a variety of evaluation metrics, which assessed the minutes on different aspects of their quality.

<table>
<thead>
<tr>
<th>Model</th>
<th>BART*</th>
<th>DistilBART</th>
<th>T5</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROUGE-1</td>
<td>0.297</td>
<td>0.375</td>
<td>0.406</td>
<td>0.45</td>
</tr>
<tr>
<td>ROUGE-WE</td>
<td>0.162</td>
<td>0.205</td>
<td>0.229</td>
<td>0.298</td>
</tr>
<tr>
<td>BLEU</td>
<td>2.907</td>
<td>6.535</td>
<td>6.278</td>
<td>7.068</td>
</tr>
<tr>
<td>BERT-F1</td>
<td>0.563</td>
<td>0.620</td>
<td>0.615</td>
<td>0.673</td>
</tr>
<tr>
<td>TF-idf</td>
<td>0.19</td>
<td>0.25</td>
<td>0.31</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 3: shows the performance of different baseline models, employed during experimentation.
5.3. Subtask-B

To perform the classification, 6 similarity scores were evaluated, and a combination of which was used in classification to determine the best possible result. These scores included ‘Cosine-Similarity’ (measured similarity between two feature vectors, by capturing the orientation of the document and not the magnitude, unlike the Euclidean distance), ‘Rouge-1’ (looks into account the number of matching uni-grams), and ‘Rouge-L’ (quantification of similarity based on the longest matching subsequence). ‘Jaccard-Similarity’ (measures the ratio of shared and distinct words between sentences). ‘SequenceMatcher’ (finds the longest contiguous matching subsequence that contains no junk element). Whereas, the ‘RES-score’ is computed with the help of the ratio of most common words to the total number of unique words.

In our run, again, the SVM and the Random Forest were the two classifiers that outstood the list.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.85</td>
<td>0.42</td>
<td>0.61</td>
<td>0.5</td>
</tr>
<tr>
<td>SVM</td>
<td>0.77</td>
<td>0.26</td>
<td>0.53</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 5: describes the results achieved on Task C

6. Conclusion and Future Work

In this work, we have described our system for AutoMin @ Interspeech 2021 for automatic minuting and analysis comparison of meeting minutes. The proposed system leverages the knowledge captured by large-scale transformer-based language and summarization models. We have also discussed various approaches that one can use to tackle the challenge. Our official submission obtained an accuracy of 95% in subtask B and 91% in subtask C. Our proposed system also takes care of the coverage, adequacy, and readability of meeting minutes that are to be generated. In the future, we would like to implement a Topical Segmentation strategy so that the generated minutes become more sound and convenient for a reader. We also plan to train a joint model by combining systems incorporating all the sub-tasks, and even newer challenges, which would surely prove to be time-saving, and would help in managing the documented transcript-minute pairs. This, combined with the main model can potentially prove to be a smooth and efficient utility that would inculcate time-saving and simplicity in the day-to-day schedules of different working groups. Due to the limitation of language models in capturing external knowledge and their training being restricted by the dataset (especially, the scarcity of meeting transcripts data), automatic minuting has posed a strong challenge to the researchers in the field of NLP. However, the knowledge grasped by various extensively pre-trained language models can be effectively leveraged to generate summaries and structure meeting minutes from them.
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9. Generated Samples

Given below is an example of minutes generated by our model sampled from data-set provided in Task A.

DATE : 2021-07-21

ATTENDEES : PERSON4, PERSON5, PERSON8, PERSON10, PERSON13

SUMMARY:

- The deadline for the project is next Monday, June 15th. Someone from the project needs to be registered there. PERSON8 will try to register today.
- PERSON13 is going with PERSON4 to LOCATION5. They have a meeting before lunch on Monday. They have one more paper, she wants to submit it to Archive and PROJECT8 so that someone can read it.
- PERSON10 is on holiday for next two days. They have written one and half paragraph of the book yesterday, and will work on the book from now on.
- PERSON4 will write half of the chapters.
- PERSON8 will organize the chapters. They added some information from papers. They will write a preface to the book. He needs to generate, to get the similar metrics from the PROJECT3 and the rest.
- PERSON5 is going to write his survey. They will work with PERSON8.
- ALL are working on the papers. The deadline for feedback is at the end of June. The reviewers for PROJECT5 need to be at least a professor, but don’t have to be from the university. The grant will be 5000 for it. The deadline for PROJECT7 should be in November. The conference will be virtualised and take place in 2021.
- PERSON5 and PERSON8 are going to write a survey for the project. They want to introduce new people to it.
- ALL discussed about the amount of money they are getting from the university. The money for this year cannot be used for bonuses. PERSON7 bought the computer that he is now using for some grant.
- PERSON8 got a mail from PR person saying that they can come to the official event.

Minuted by: Team ABC
And, on the following page there is a true positive instance predicted by our model, for TASK-C:

**Minute:A**

**PROJECT3 31.08.2020**

**Attendees:** PERSON1, PERSON9, PERSON2

**Purpose of meeting:** Preparing for the demo, choosing the right people and language combination

**Summary**

- PERSON9 sent email to PERSON11
- PERSON1 checked PROJECT5 emails
- Discussed about the attendees during the demo
- Discussed input language
- Discussed language translation combination
- PERSON9 offered help with finding Romanian speaker
- Discussed person involved in the testing
- Discussed about date of the demo
- Discussed about a ORGANIZATION8 ASR
- Discussed about risk of Italian source
- Discussed a Session closing day date

**Milestones**

- PERSON8 will be person from ORGANIZATION2
- PERSON8 will be person from ORGANIZATION5
- German will be OK as input language
- PERSON1 does not have access to Romanian speaker
- PERSON1 will fill the Doodle

**Minute:B**

**Organizational stuff**

- Monthly call will be on Thursday, 5 PM LOCATION1 time
  - At least PERSON14 and PERSON10 should take part
  - PERSON14 will care about including PERSON6 into the mailing list
- PERSON6’s coming to LOCATION1
  - It is very desirable that PERSON6 comes to LOCATION1 in person
  - Visa issues due to Covid situations

**PROJECT2**

- PERSON10 is trying to contact ORGANIZATION5 colleagues, the communication is not completely perfect
- PERSON4 is preparing the leaflets, LOCATION1 is waiting

**Progress on PROJECT6**

- PERSON10 is trying the back-translation
  - It’s low priority, is running on server, but may be stopped if needed.
  - No interesting results to discuss yet. Should be discussed with PERSON15 first, what to do next
  - PERSON10 may try the translations on CPUs

**PROJECT4**

- No special updates for now
- a related paper on BLEU that might be useful for evaluation
- Discussing metrics, using semantic metrics, different kinds of metrics
- Why do we need special metrics for MT
B Sample Outputs from our Minuting Model

AutoMin:dev_009

-PERSON2 is trying to record the call to see if they are able to summarize it automatically.
-PERSON13 will give a presentation on PROJECT1 on the Monday seminar on the 17th of February.
-The students’ firm fair is taking place two weeks from now.
-It is an important event for data collection because students are presenting their companies, we record them, they transcribe it, they compete in how well their work their voice was recognized.
-There will be nonnative speakers PERSON2 and PERSON1 will train empty systems on corpora which are refined to contain higher frequency words.
-PERSON2, PERSON15, PERSON8 and PERSON8 worked on the paper for exceptement.
-PERSON2 has only one recordings translated into English.
-They have a limited file in LOCATION4, OTHER1.
-There is only one other recording in English.
-PERSON1 has found the appropriate command flacs so that the audio is compress to mp3 then shipped as mp3 to The recordings were before in mp3 format, then they were actually converted into flac format, and now they are in WAV format.
-Some words get cut in the middle.
-There are some problems with speaker diarization on fly.
-PERSON14 has already worked on the project last June.
-PERSON10 is waiting for a virtual machine for the translation server.
-They and PERSON2 will meet on Friday instead of Thursday next week to do a doodle.

AutoMin:dev_003

-PERSON3 and PERSON5 worked on the ORGANIZATION1 data set.
- The deadline for the data is November 30th, so they need to prepare it by the end of November.
- Today they will discussed the annotations, the alignment tool by PERSON4 and the PERSON4 is a tool for summarization.
-PERSON5, PERSON3, PERSON6 and PERSON1 want to make it an integral part of the shared task.
-PERSON3 proposes to make the alignment tool gated accepted by the community.
- They and PERSON5 will prepare a shared task proposal before the end of November.
- They need to prepare the data in the form like the PROJECT1 meetings.
-PERSON5 needs someone to take charge of the project until November 30th.
- They are waiting for someone who can help him with the task.
- The task is written in Python and there are technical issues with the tool.
- The tool is doing alignment, but it is not clear how to use it.
-PERSON3, PERSON5 and PERSON2 agree that they should start the alignment thing with their annotators soon, but they disagree on whether it should be a shared task.
-PERSON5 wants to start the annotation work on the ORGANIZATION1 corpus creation as soon as possible, because it’s going to take a lot of time.
- They worked on an annotators tool created by himself and his girlfriend.
- They need to connect to the annotators by the end of this week.
- They also need to put all their data to GitHub, but they haven’t finished it yet.
- They don’t have a concrete PERSON5 should have it by the end of this week.